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Complexity is the Enemy of Security

• retroactively strengthening a weakly isolated primitive feels wrong  

• seccomp, namespaces, cgroups are complex Linux kernel subsystems 

• bugs in these subsystems lead to exploitable security problems

4

CVEs!



Barkhausen Institut

Classical Monolithic OS Design

5

Application Application

Network Stack

File System

Memory Management

Device Driver

Operating System



Barkhausen Institut

The Microkernel Idea

6

Application Application

Network Stack

File System

Memory Management

Device Driver

Microkernel



Barkhausen Institut

Containers on a Microkernel
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Evaluation

• implemented Oak, network, and storage services on L4Re microkernel 

• Linux baselines 

• processes: fastest option on Linux, weak isolation 

• runc containers: isolation based on seccomp, namespaces, cgroups 

• Kata containers + Firecracker: virtualization-based isolation 

• dual-socket Intel Xeon Platinum 8358 servers, 500 GiB DRAM, 10G ethernet
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Figure 3. Cumulative distribution function of the container startup latency when launching N containers in parallel.
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Figure 4. Bandwidth for transmitting data over a 10GBit Ethernet
interface (using 1472 B UDP packets) as a function of the number
of parallel data streams.
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native L4Re applications. Compared to using an L4Linux VM [18]
that provides the respective features, native system services do not
come with the drawback of a large TCB shared by all compartments.

In addition to writing the compartment service described before,
we therefore implemented several components to provide a proto-
type execution environment to L4Re compartments. First, we built
a network stack to make the Oak service accessible remotely. To this
end, we ported the driver for Intel’s X540 NIC from the Ixy driver
framework [12] to L4Re.We furthermore designed and implemented
LUNA, a network service that multiplexes a NIC between multiple
applications and implements a simple UDP/IP stack. Second, we
created an in-memory !le system service called spafs. Spafs has read
and write support and implements directories.

Lastly, we enabled moe to run on multiple cores, avoiding expen-
sive cross-core IPC when interacting with it. However, the internals
of moe are still serialized, as they are protected by a single lock.

4 Security Evaluation
To substantiate our claim, that a container infrastructure based on a
microkernel is more secure compared to the Linux implementation,
we present a short comparison of the respective TCBs and a brief
vulnerability discussion based on selected, past CVEs.

4.1 Trusted Computing Base Comparison
The Linux kernel, a monolith, has a large code base, supporting a
multitude of system calls, submodules, and device drivers. Evenwith
a selective con!guration, Linux runs a lot of code in privilegedmode,
thus resulting in a large TCB. In contrast, the L4Re microkernel is
much smaller, only implementing basic mechanisms. Many func-
tionalities are outsourced to unprivileged userspace services. This
simplicity and modularity allows for the smaller, more manageable
TCB of Oak.

In general, the reduced kernel code size of microkernels makes
them amenable to formal veri!cation [21] as well as security certi!-
cation as [9]. Outside the kernel, microkernel-based systems bene!t
from the absence of an all-powerful root account, and capability-
based access control which encourages a system design following
the principle of least authority.

4.2 Vulnerability Study
The smaller TCB size and privilege-reduced components should
result in a better security posture. To demonstrate this point, we con-
ducted a study of existing vulnerabilities in container infrastructure
on Linux. In the following, we will discuss some sample vulnera-
bilities that highlight how amicrokernel approach can reduce the
attack surface of a container infrastructure.

Seccomp uses the Berkeley Packet Filter (BPF) [2] to !lter system
calls at kernel level to restrict the kernel interface available to con-
tainers. With BPF [23] being a code interpreter at kernel level and
seccomp using BPF to express its !lter rules, security issues arise
from "aws in either seccomp or the underlying BPF.

Oak does not require such !ltering mechanisms. Only interfaces,
forwhich capabilities are granted are visible to a container. Tobypass
this access control, the capability implementation itself would need
to be compromised, which is part of the microkernel. While imple-
mentation bugs in amicrokernelmay exist, due to little code running
in CPU privileged mode, we consider such a compromise unlikely.

Futhermore, the namespace isolation is also a possible source of
bugs. CVE-2018-18955 [1] describes a vulnerability, allowing priv-
ilege escalation via mishandling of nested user namespaces. In L4Re,
resource access is enforced by capabilities, so such an escalation can
only occur by compromising the capability system itself. Thus, such
a vulnerability is less likely to arise on L4Re.

Similarly, cgroupshavealsohadvulnerabilities.CVE-2022-0492[4]
describes an exploit, where a container can escalate privileges and
bypass namespace isolation due to a "aw in a cgroups feature. In
Oak, resource restrictions are implemented by resource contexts in
userspace components. As these components may exhibit similar
implementation "aws, resource restrictions may be equally circum-
ventable. However, such a compromise would only a#ect a single
resource andwould certainly not a#ect the kernel or inter-container
memory isolation.

5 Performance Evaluation
In the following, we compare the implementation of compartments
on L4Re with standard Linux solutions for containers from a perfor-
mance perspective. The microbenchmarks we use aim at creating
preliminary insights into the performance of compartments on L4Re.
As we want to focus on the bare virtualization mechanisms, we did
not deploy warm start optimizations such as provisioning of hot
standby containers with pre-initialized runtimes.

As a comparison for L4Re compartments, we measured Linux
stock processes, runC [17], and Kata Containers [14] with Fire-
cracker [6]. While standard Linux processes do not o#er the same
security properties as containers, they represent an optimal baseline
with respect to performance.

5.1 System Setup
All measurements presented in the following were done on two
identical dual-socket servers that are equipped with two Intel Xeon
Platinum 8358 CPUs and 500GiB of main memory each. For all
benchmarks,we disabled both hyperthreading (SMT) and temporary
overclocking (TurboBoost). We furthermore set the CPU’s pstate
con!guration to maximum performance mode. Additionally, the
servers both feature a 10Gbit (Intel 82599 / Intel X540) Ethernet NIC.

The results for benchmark setups runningonLinuxwere recorded
using kernel version 6.7.4, runC version 1.1.10, containerd version
1.7.9 and Kata version 3.3.0 with a small patch to enable themeasure-
ment of startup times in Firecracker.

5.2 Container Startup Latency
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Figure 2.Average startup latency of a single container as function
of the number of idle containers present in the system.
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Figure 3. Cumulative distribution function of the container startup latency when launching N containers in parallel.
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Figure 4. Bandwidth for transmitting data over a 10GBit Ethernet
interface (using 1472 B UDP packets) as a function of the number
of parallel data streams.
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Figure 3. Cumulative distribution function of the container startup latency when launching N containers in parallel.
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Figure 4. Bandwidth for transmitting data over a 10GBit Ethernet
interface (using 1472 B UDP packets) as a function of the number
of parallel data streams.
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Figure 3. Cumulative distribution function of the container startup latency when launching N containers in parallel.
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Figure 4. Bandwidth for transmitting data over a 10GBit Ethernet
interface (using 1472 B UDP packets) as a function of the number
of parallel data streams.
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Figure 3. Cumulative distribution function of the container startup latency when launching N containers in parallel.
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Figure 4. Bandwidth for transmitting data over a 10GBit Ethernet
interface (using 1472 B UDP packets) as a function of the number
of parallel data streams.
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Summary

Oak implements secure container isolation for trustworthy clouds 

• Linux processes need additional restriction to provide container isolation 

• mechanisms have shown security vulnerabilities 

• microkernels fully isolate processes by default 

• Oak: secure containers on a microkernel-based system 

• competitive performance for network IO and container startup
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