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mJJ Motivation: Scientific Workflows

lll

AGH

= Astronomy, Geophysics, Genomics, Early Warning
Systems ...

=  Workflow = graph of tasks and dependencies,
usually directed acyclic graph (DAG)
= @Granularity of tasks
— Large tasks (hours, days)
— Smalltasks (seconds, minutes)

ExtractSGT . SeismogramSynthesis
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mmm Infrastructure — from clusters to
s clouds

= Traditional HPC clusters in computmg centers

— Job scheduling
systems

— Local storage

" Gridsto Clouds
— Infrastructure as a service
— Globally distributed
— Virtual machines (VMs)
— On-demand
— Cost in SS per time unit




mmﬂ Workflow execution model in
i (traditional) clouds

= Workflow engine manages the tasks Traditional
and dependencies model

"= Queueis used to dispatchready ‘Q)
tasks to the workers

= Worker nodes are deployedin
Virtual Machines in the cloud

" Cloud storage such as Amazon S3 is Queue
used for data exchange
Workers

= Examples - -
— Pegasus, Kepler, Triana, Pgrade,

Askalon, ...
— HyperFlow (AGH Krakow) \&Zorage

Engine




Lightweight workflow programming and execution

AGH environment developed at AGH

Simple wf description (JSON)

. Advanced programming of wf activities (JavaScr:::pt)

"name": "PlotDataStatistics",
"processes": [ { 3 3 3
o LY utestatsr, function getPatf)WayByGene(lns, outs, config, cb) {
"ins": [ "data.csv" 1, var geneld = ins.geneld.data[@],
"outs": [ "stats.txt" ] _
vconfig: url = ...
"executor”: {
"executable": "cstats.sh", o " " "
TS R e =0 Gy http({"timeout": 10000, "url": url },
] {} ks function(error, response, body) {
:'name": "PlotChart", e o0
"ins": [ "stats.txt" ], .
"outs": [ "stats.png" 1, Cb(nUJ-l) OUtS),
“config": { ©
"executor": { }),
"executable": "plot.sh", }
"args": "stats.txt"
L
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Running a workflow — simple command
line client
hflowc run <workflow dir>

<workflow dir> contains:

* File workflow. json (wfgraph)

* File workflow.cfg (wf config)

* Optionally: file functions.js
(advanced workflow activities)

* Input files



