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FaaS Example: Matrix Multiplication
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How can app developers obtain evidence for quality-driven design decisions?
è Benchmarking



Motivation
Select challenges of “good” benchmarking:

Relevance: multiple workloads, qualities, and platform features of interest

Reproducibility: completeness of documented testbed, execution, and results

Fairness: equal support of different SUTs

Usability: tooling, cost of execution
è Highly desirable to build on existing body of work for high quality evidence

Contributions:

(1) Review protocol for a systematic literature review (SLR)

(2) Call for community participation

(3) Preliminary results
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How can experimenters accurately and efficiently identify the 
SOTA for FaaS platform benchmarking? 



Review Protocol

4



Overview
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Select Details
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Research Questions Search Selection Extraction
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Observed Limitations
Select limitations of review protocol:

• Outdated publications: due to long publication and short development cycles?

• Incomplete experiment descriptions: due to space constraints?

• Researchers are limited resources and tasks are partially hard to automate?

• “Reinventing the wheel/experiment”?

Approach:

• Call for community participation

• Community-driven knowledge base
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Call for Participation
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Participation
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https://www.tu-berlin.de/?id=199198

Snapshot 001

(Personal information, e.g., name, comments, and email, will not be published) 



Ex: Select Evidence for Snapshot 001
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Prelimanry Results
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Designs
• No (de facto) standards

• Wide variation of approaches and designs
• Common tool for setup: Serverless-framework

• Deployment package
• Trivial functions, such as sleep or No-Op functions 
• Trivial algorithms provided in pseudo-code 
• Complex algorithms as …

• native FaaS programming code
• binary packages which are executed using a FaaS wrapper function. 

• Workload generation (trigger events)
• Direct generation by a workload generator 
• Indirect generation by an downstream service
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Reproducability
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Measurement approach, “raw” measurements, and aggregations?
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Reproducability
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Measurement approach, “raw” measurements, and aggregations?



Conclusion
• Considerable existing body of work

• Single function performance/scalability ó cost-efficiency, service compositions è relevance? 

• Rare publishing of implementations/toolkits and ”raw” measurements è reproducibility/verifiability?

Please participate! https://www.tu-berlin.de/?id=199198

Future work

• Reproduction of experiments with full disclosure of tools and results 

• Completion of SLR

• Development of a serverless app for continuous SLR support
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Thank You!
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Jörn Kuhlenkamp
jk@ise.tu-berlin.de

Sebastian Werner
sw@ise.tu-berlin.de
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