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Extreme automation + fine-
grained, utilization-based billing
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THIS IS THE GOLDEN AGE OF MASSIVE COMPUTER ECOSYSTEMS
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Tosup et al., Massivizing Computer Systems, ICDCS 2018. [Online] Hesselman, Grosso, Kuipers, et al.
(2020) A Responsible Internet to increase Trust in the Digital World. JINSM [Online]



https://arxiv.org/abs/1802.05465
https://doi.org/10.1007/s10922-020-09564-7

BUT WE CANNOT
= TAKE THIS
~ TECHNOLOGY
FOR GRANTED

2 (So, this is why | am giving this talk)




<) Pokémon GO Server Status

Failed to get game data : Pokémon GO Pokémon Trainer Club
from the server.

OFFLINE UNSTABLE
for 15 minutes for 2 minut

Pokémon GO Uptime Pokémon Trainer Club Uptime

55.56% 66.67%

over the past hour over the past hour

96.29%

over the past day




PHENOMENON: PERFORMANCE IN CLOUD SERVICES

=

UNCOVERING THE PRESENCE OF PERFORMANCE ISSUES, EVEN LEADING TO CRASHES
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Source: http://bit.ly/EveOnline21Crash

s
! Players in Eve Online broke
a world record — and then

the game itself
Developers said they’re not ‘able to predict the
server performance in these kinds of situations’

By Charlie Hall | @Charlie_L_Hall | Jan 5, 2021, 2:54pm EST e . _‘
A | . ' Source: Razorien/CCP Gal
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http://bit.ly/EveOnline21Crash

PHENOMENON: CLOUD DATACENTER SUSTAINABILITY

UNCOVERING THE USE OF ENERGY AND WATER, THE IMPACT ON CLIMATE

, Water consumption of
Power consumption of

q ) datacenters
> 170 OT g10Dal € ECt”Clty - 3 >625Bn I/ (0 1%)
SO)(rce NEW ) 2018 IOnI|n ] f{; ":;‘f"i g “" | Source Energy Technologles Area, 2016 [Online]

Power consumption of datacenters e
in the Netherlands: R TR
1—-3% of national electricity 58

Other greenhouse emissions:

Largely unknown

tource: NRC, 2019 [Online] . Source: Nature Climate Change, 2020 [Online]

Source: NASA Earth Observatory


https://www.nature.com/articles/d41586-018-06610-y
https://www.nrc.nl/nieuws/2019/05/14/datacenters-verbruiken-drie-keer-zoveel-stroom-als-de-ns-a3960091
https://eta.lbl.gov/publications/united-states-data-center-energy
https://doi.org/10.1038/S41558-020-0837-6

THIS TALK,

= |IN ANUTSHELL

Y Serverless =

1.Extreme automation

2.Fine-grained reporting /
utilization-based billing




Serverless can only be
=& achieved through
" complex, smart
computer ecosystems
(operational simplicity is
3 for the user)
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A TYPICAL ECOSYSTEM: SERVICE, DATACENTER, SCHEDULER
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Performance, Dependability, Sustalnablllty




50+ PLATFORMS ... EMERGENT FEATURES

THE COMPLEXITY CHALLENGE ~ REFERENCE ARCHITECTURE OF FAAS PLATFORMS

f Workflow Composition Layer p
w1 W2 W3 w4 oncerns
Workflow Registry| | Workflow Engine DAL A
Scheduler Execution Store
\

Function Management Layer
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Autoscaler
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Resource Orchestration Layer

R1 Resource R2 Resource R3 R4
[ Naming Service [ Manager [ Senadular [ Node Agent
&

Operational
vy Concerns
[van Eyk et al. (2019) Serverless is More: From PaaS to Present Cloud
VU% Computing, IEEE Internet Computing] [Online] 14



https://atlarge-research.com/pdfs/serverless-history-now-future18ieeeic.pdf

SERVERLESS Al/ML/DL OPERATIONS
e B E

ISSUES: COMPLEXITY,

NONTECHNICAL T

High-Level Languages
IOSU PET AI— 2021 Development ((I2uery,vDomain-Specific, etc.) Keras Spark SQL
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Adapted from:
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Sakr, Bonifati, Voigt, Iosup, et Services
al. (2021) The Future Is Bi
Infrastructure

Graphs! CACM. Compute & Neuromorp
Storage CPU GPU | TPUV4 Containers

Zookeeper Kafka

h Physical Virtual



https://arxiv.org/abs/2012.06171

BEYOND THE DATACENTER:
THE COMPUTING CONTINUUM

THE COMPLEXITY CHALLENGE
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Mobile Crowdsourcing >

Multi-access Edge Computing / Edge Computing / Fog Computing

Mobile Cloud Computing>

<Mobi|e Cloud Computing

NN

[Jansen et al. (202

2) Ongoing Work

Spec

Serverless

REFERENCE ARCHITECTURE OF FAAS PLATFORMS
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SERVERLESS ... WHAT COULD BE THE BENEFITS? 3D

TOO COSTLY TO CONDUCT REAL-WORLD EXPERIMENTS, SO WE BUILT A SIMULATOR

Fabian Mastenbroek
* Short-term resource management X

4 I
* Long-term capacity planning f__a |
» Sophisticated model

[ « Support for many kinds of workloads and
OpenDC resources

simulator ) . .
 \alidated for various scenarios

O * Work with major NL hoster

* Used in training

Learn more;

and more...

opendc.org © 2021 Alexandru losup. All rights reserved. 17


https://atlarge-research.com/pdfs/ccgrid21-opendc-paper.pdf
https://opendc.org/

Serverless should be
& concerned with modern
" non-functional
properties, observed
continuously, addressed
4 short- and long-term




HOW TO ACHIEVE FINE-GRAINED BILLING AND
UTILIZATION-BASED BILLING?

Serverless

THE COMPLEXITY CHALLENGE ~ REFERENCE VIEW ON OPERATIONAL TECHNIQUES

Metrics to be measured
by provider® or laaS customer(©) Metrics measurable for end-user®

Metrics for
Operational risk©), ... Managerial Total cost of ownership®), ...
Decisions

Aggregate metrics(©),
e.g., unit-free scores, Policy Metrics

SLO Violation rates(®),

: i (E)
speedup ratios, ... service costs'®, ...
Performance isolation(”), _
elasticity & scalability© Cloud Infrastructure Performance variability(®),
i 5 ’ Metrics resource availability®), ...
energy efficiency®, ...
Resource utilization Throughput rates(®,
averages(®), latency™), Traditional Performance Metrics end-to-end response
congestion times(®), ... times®, ...

N. Herbst, E. Van Eyk, C. L. Abad, A. losup, et al. (2018) Quantifying Cloud Performance and
Dependability: Taxonomy, Metric Design, and Emerging Challenges. TOMPECS 3(4): 19:1-
19:36

N
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HOW TO AUTOMATE X ACROSS THE ECOSYSTEM? 4R

IT’"S OPERATIONS! REFERENCE VIEW ON OPERATIONAL TECHNIQUES

Allocation

Migration

Consolidation Offloading
Elastic scaling

Provisioning

Replication ' Partitioning
Load Balancing

Stijn Meijerink, Erwin van Eyk, Alexandru losup
(2021) Multivocal Survey of Operational
~ Caching Techniques for Serverless Computing. White

20




SERVERLESS STREAMING WORKFLOWS

; :.:f-'{"\ .,
Erwin van Ey

DESIGN AND ENGINEERING: SERVERLESS ARCHITECTURE, API, SCHEDULER

One of the first

serverless workflow
management engine,

part of Fission.io

‘ce )
erational infrastructure. -
ot [ scheduler S
\ H in-memory SQL filesystem
monitoring (cs5) A4 Ca Y 7y
I controller <----- views (cache) |< --------
tracing —~ NATS Streaming
(c2) r
N« o _ _ _ _ .
Aj apiserver > store
resource o e )
orchestration : A —~ in-memory
: ( }
P i —j — runtime environment
(C1})
\__/ ' <— control flow
userinterface ¢ ____!
| <----- data flow
workflows Fission internal implemented by




SERVERLESS STREAMING WORKFLOWS

Erwin van Ey

DESIGN AND ENGINEERING: SERVERLESS ARCHITECTURE, API, SCHEDULER

Fission Workflows
delivers good
performance, which
also lowers cost

_.‘

Google

Azure

AWS

Bl Self-management cost

>¢ >"< >

Fission I<

0.0 02"

04 06 08 10 12 14
Cost per Chronos run (USD)

B Function execution cost
N WorkflowOrchestration cost
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TAKE-HOME MESSAGE

S Serverless = Extreme automation + fine-grained
W reporting + utilization-based billing

The serverless ecosystem: many apps, many
platforms, may goals, many approaches

Many modern, open challenges: scheduling,
telemetry, recovery, privacy/GDPR, etc.




MASSIVIZING COMPUTER SYSTEMS

IR b lcll  hitps://atlarge-research.com/publications.html

1. losup et al. Massivizing Computer Systems. ICDCS 2018 « start here

2. Andreadis et al. A Reference Architecture for Datacenter Scheduling, SC18

3. Van Eyk et al. Serverless is More: From PaaS to Present Cloud Computing,
IEEE IC Sep/Oct 2018

4. Uta et al. Exploring HPC and Big Data Convergence: A Graph Processing

Study on Intel Knights Landing, IEEE Cluster 2018

11. Herbst et al. Ready for rain? TOMPECS 2018.

12. Guo et al. Streaming Graph-partitioning. JPDC’18.
13. losup et al. The OpenDC Vision. ISPDC’17.

14. losup et al. Self-Aware Computing Systems book.
15. losup et al. LDBC Graphalytics. PVLDB 2016.
Etc.




MASSIVIZING COMPUTER SYSTEMS

IR b lcll  hitps://atlarge-research.com/publications.html

1.

losup et al. The AtLarge Vision on the Design of Distributed Systems and Ecosystems. ICDCS
2019 « Start here

Uta et al. Is big data performance reproducible in modern cloud networks? NSDI 2020

Van Eyk et al. The SPEC-RG Reference Architecture for FaaS: From Microservices and
Containers to Serverless Platforms, IEEE IC 2019

Papadopoulos et al. Methodological Principles for Reproducible Performance Evaluation in
Cloud Computing. TSE 2019 and (journal-first) ICSE 2020

+ lyushkin et al. Performance-Feedback Autoscaling
with Budget Constraints for Cloud-based
Workloads of Workflows. Under submission

Etc.




MASSIVIZING COMPUTER SYSTEMS

IR b lcll  hitps://atlarge-research.com/publications.html

1.
2.

Sakr, Bonifati, Voigt, losup, et al. (2021) The Future Is Big Graphs! CACM
Andreadis et al. (2021) Capelin: Data-Driven Capacity Procurement for Cloud
Datacenters using Portfolios of Scenarios. TPDS, under review.

. Versluis et al. The Workflow Trace Archive: Open-Access Data From Public
and Private Computing Infrastructures. TPDS 2020.

. Eismann et al. Serverless Applications: Why, When, and How? IEEE Softw.
38(1): 32-39 (2021)

8. Abad, losup, et al. An Analysis of Distributed
Systems Syllabi With a Focus on Performance-
Related Topics. WEPPE 2021.
https://arxiv.org/abs/2103.01858

Etc.
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https://arxiv.org/abs/2011.15028
https://arxiv.org/abs/2103.01858
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US IN 1 MINUTE
s, WE'RE
" MASSIVIZING
COMPUTER
SYSTEMS!




VU AMSTERDAM < SCHIPHOL < THE NETHERLANDS < EUROPE
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This is us, now.

Alumni
They have completed a long-term project in our team.

g

&

es

Alexandru losup

Professor

r

Visitor/P.-
doc

Ph.D. student

D

Chris LeMaire

Team Graphalytics

Ahmed Musaafir

Researcher, Vrije

Shenjun Ma
M.5c. student, TU

Leon Overweel
Core Team OpenDC

Wing Lung Ngai

Researcher, Vrije

Siqi Shen

Massivizing online

Animesh Trivedi Otto Visser Caroline Waij ] e - Py
) Shanny Anoep Athanasios Sietse Au Johannes Marcin Biczak Mihai Capota
Chiet Advisor Project Manager
PremE Team Vi-e Antoniou Mac. student, TU Bertens Researcher n graph- Tech Lead
Delft processing team Graphalytics
Professor, Vrile — Team Atlarge M.Sc. student, TU 9
Universiteit Delft
Andreadis 8.5c. student, Viie B.5c. student, Ve — ) Bogdan Ghit Yong Guo Stijn Heldens Alexey llyushkin Adele Lu Jia Elvan Kula
Project Lead AtLarge Universiteit Universiteit Universiteit Ph.D. student, TU Graph processing Researcher, TU Delft Ph.D. student, TU Social gaming Honors Track
Website Amsterdam Amsterdam Amstordam I Delft Deltt

Ph.D. student Vrije

FOR A NEW ASST.

PROF.!
WE ARE A FRIENDLY, DIVERSE GROUP, OF DIFFERENT RACES AN

@
=

Ruben Verboon

Maria Anemona Nezih Yigitbasi Ernst van der Jerom van der
performance Honors Track Voinea Tech Lead Hoeven Sar
modeling M.Sc. student, TU GrenchMark and M.Sc. student, TU Team OpenCraft
Delft CMeter Delft

Research Visitors and Interns
They have completed a short-term stay with our team.

Matthijs Bjman Alexandru Costan
Research vsitor

Early Scientist

N
a'd

Mugurel lonut

Andreica Core Team OpenDC
Research visitor

Kefeng Deng
Research visitor

Yunhua Deng
Research viitor

Kevin Denneman
B.Sc. student, Vrije
Universiteit

ETHNICITIES, GENDERS AND SEXUAL PREFERENCES, VIEWS OF CULTURE,
POLITICS, AND RELIGION. YOU ARE WELCOME TO JOIN!




MASSIVIZING COMPUTER SYSTEMS: OUR MISSION

3

1. Improve the lives of millions

through impactful research.

VRIJE
UNIVERSITEIT
™°  AMSTERDAM

http://atlarge.science/about.html

_{

3. Make innovation available to
society and industry.

netherlands
salesforce
center
AAAAAAAA m
. ata Science

2. Educate the new generation
of top-quality, socially
responsible professionals.
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© 2021 Alexandru losup. All rights reserved.
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THE ECONOMIC IMPACT OF MASSIVE COMPUTER ECOSYSTEMS

ECONOMY AND SOCIETY f
ARE BUILT ON DIGITAL

eas0MD |33 MmN I

DIGITAL VALUE | JOBS CREATED f
(o)
56%

JOBGROWTH _ _
20|9 2024 --—-L\

DIVERSE SERVICES FOR ALL

EVERY €1 - €15 ADDED VALUE

Impacting >60% of
the NL GDP (1 trillion EUR/y)

Attracting >20% of all foreign
direct investments in NL

Sources: losup et al., Massivizing Computer Systems, ICDCS
2018 [Online] / Dutch Data Center Association, 2020 [Online] /
Growth: NL Gov't, Flexera, Binx 2020. Gartner 2019. IA 2017. 33 =



https://arxiv.org/abs/1802.05465
https://www.dutchdatacenters.nl/en/data-centers/what-is-the-economic-impact-of-data-centers/

DISTRIBUTED ECOSYSTEMS, OUR DEFINITION

1. Set of 2+ constituents, often heterogeneous

2. Each constituent is a system or an ecosystem (recursively)

3. Constituents are autonomous, cooperative or in competition
4. Ecosystem structure and organization ensure responsibility

1. Completing functions and providing services

2. Providing desirable non-functional properties
3. Fulfill agreements with both operators and clients, clients in the loop

5. Long and short-term dynamics occur in the ecosystem

losup et al., Lecture Notes in Distributed Systems, Section 1.1.1

VU kﬁ“};ﬂﬁ losup et al., Massivizing Computer Systems, ICDCS 2018. [Online]
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https://arxiv.org/abs/1802.05465

MASSIVIZING COMPUTER SYSTEMS

A LARGER VISION OF HOW COMPUTING WILL HELP OUR SOCIETY

Ecosystems of
Data and App Markets

Development Platforms

Runtime Engines

Digitalization

Resource Management

Simplicity and Maintainability

Operating and Foundational
Services

Energy Efficiency & Sustainability

Responsibility, Trust, and Security
2gration with EU tech platforms and societal goals

Compute, Memory, Storage, &
A.losu p@VU Nl Network Infrastructure

http://atlarge.science CPIAPCEIIIETN Societal challenges in the NL S




